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Abstract— Lately, there has been a surge in interest in
utilizing Graph Convolutional Networks (GCNs) for the pur-
pose of action recognition using skeletal data. In order to
achieve optimal results, it is crucial to generate high-quality
representations of the skeletal graph. Graph Convolutional Net-
works (GCNs) often employ the Message-Passing Mechanism
(MPM) to acquire knowledge about various components of the
skeleton by iteratively computing new features at each step.
However, the interconnections between joints in the skeletal
structure are intricate and extend beyond mere proximity. In
order to address this issue, we propose the implementation
of our Disassembled Hyper-Graph (DH-Graph), which draws
inspiration from hyper-graph edges. The process of constructing
the DH-network entails a few steps: partitioning the skeleton
network into clusters of hyper-edges according to their semantic
significance and relevance to action recognition, arranging these
clusters in a hierarchical structure to enhance granularity, and
establishing connections between joints within these clusters
to discover hidden relationships. The DH-Graph employs a
spatial domain GCN technique to construct the Pair-wise
Hyper Hierarchical GCN (PH-GCN). In addition, we incor-
porate the HyperAttention module, which employs Multi-scale
Representative Spatial Average Pooling and Edge Convolution
techniques to emphasize significant sets of hyper-hierarchical
information. Extensive experiments demonstrate that PH-GCN
achieves remarkable performance on challenging NTU RGB+D
and Northwestern UCLA datasets.

I. INTRODUCTION

Automated categorization of human movements using
visual data analysis is a crucial task in computer vision,
known as skeleton-based action recognition [1]–[3], [16].
This field has gained significant attention due to its ap-
plications in human-computer interaction [8], robotics [13],
and intelligent video surveillance [12] over the past decade.
Graph Convolutional Networks (GCNs) have become a ro-
bust approach for modeling human skeletons as graphs and
capturing spatiotemporal patterns [14], [21], [22]. GCNs
aim to learn effective representations of non-Euclidean data,
such as graphs, which are vital for skeleton-based action
recognition [27]. These networks employ a message-passing
mechanism (MPM) with three main steps: node initialization
using initial features, node updating via neighborhood fea-
ture aggregation, and readout to obtain node representations
for the final task. However, GCNs mainly focus on direct

Fig. 1. Our PH-GCN illustration uses color-coded areas to represent
connections in distinct hierarchical-hyperedge groups, with line thickness
emphasizing edge importance. The running action highlights the set con-
taining knee, hands, and feet joints. (PC) indicates physical connection.

relationships between adjacent nodes, overlooking crucial
distant interactions required for understanding complex ac-
tions. Actions involving multiple body parts and movements,
like throwing a ball or performing jumping jacks, necessitate
capturing relationships beyond immediate neighbors. For
example, to throw a ball effectively, the coordination of
distant joints (elbow, shoulder, wrist) is vital. Therefore,
graph modeling’s effectiveness is closely tied to how well
it captures these intricate node connections.

Graph modeling in skeleton-based action recognition,
which defines structural dependencies in GCNs through
adjacency matrices, remains an open challenge. Current
approaches like [50], and [51] rely on Yan’s predefined graph
[49], using a fixed adjacency matrix, limiting their focus to
Physically Connected (PC) joints in the graph. However, this
approach restricts the receptive field to adjacent joints and



overlooks the importance of distant connections for many
actions. Recent efforts have introduced learnable graphs to
address these limitations, yet the influence of the fixed graph
[49] persists, and physically unconnected joints are under-
emphasized [50], [51]. In [84], authors learn compositional
relationships among body parts of different semantic levels
and then exploit multilevel structural reasoning to reduce the
depth uncertainty.

Hypergraph, a specialized graph model that groups ver-
tices into hyperedges, has gained attention in various do-
mains, such as image matching [39], multi-label classifica-
tion [41], video object segmentation [45], mesh segmentation
[42], [43],and image retrieval [46]. Notably, techniques like
clique and star expansion [47] and probabilistic models
[46] have enhanced hypergraph structures. Learning optimal
hyperedge weights, crucial for data correlation modeling,
has also been studied, with methods like L2 regularization
proposed by Gao et al. [54].

This work introduces a novel Pair-wise Hyper Graph
Convolutional Network (PH-GCN) that leverages a carefully
crafted Disassembled Hypergraph (DH-Graph) to extend
traditional GCNs. Unlike the conventional approach, which
uses Yan’s predefined graph focusing solely on physically
connected joints, DH-Graph addresses the challenge of
distant node connectivity. The DH-Graph construction
unfolds through three key steps: hyper-edges formulation,
grouping joints based on function and importance; hierarchy
formulation, organizing hyper-edge groups hierarchically
in a semantic space representing body parts; and edge
construction, connecting nodes within adjacent hierarchical
sets to highlight significant distant joints within the same
semantic space. The overall view of our model is illustrated
in Fig.1.

The contribution of each hierarchy edge set in a skeletal
graph varies depending on the action. For instance, recog-
nizing walking relies on the hip and leg hierarchy edge set,
emphasizing the relevant hierarchy edge set enhances action
recognition. A HyperAttention module integrates correlations
from different hyper-hierarchical edge sets, emphasizing the
most vital hierarchy edge set of DH-Graph. The attention
map, obtained using multi-scale representative spatial av-
erage pooling (MS-RSAP) and hierarchical edge Convo-
lution, improves action recognition. PH-GCN disassembles
the graph into smaller sub-graphs, capturing fine-grained
details and high-level context in actions. It accommodates
actions of varying complexity, efficiently modeling complex
relationships between body parts. This approach enhances
action recognition by providing both fine-grained details
and high-level context, enabling nuanced understanding and
accurate recognition of actions.

This paper delves into graph modeling for skeleton-based
action recognition by introducing hyper-graphs representing
human skeletons and assessing their influence on action
recognition. Experimental findings establish PH-GCN’s su-
perior performance over conventional GCNs, particularly for
intricate actions involving multiple body parts. Our hyper-

hierarchical graph employs multiple hierarchical levels, en-
abling the representation of even more intricate node relation-
ships by capturing hierarchical connections between levels.
The key contributions include:

1) We introduce a meticulously-designed Disassembled
Hyper-Graph, structured to highlight the most signifi-
cant distant edges within each hyper-edge group. This
innovative graph model enhances the representation of
skeletal relationships, particularly emphasizing crucial
distant connections.

2) Our proposed HyperAttention strategy establishes a
fusion mechanism for hyper-edge groups. This careful
fusion incorporates correlations from various hyper-
edge groups and accentuates the most vital hyper-
hierarchical set within the DH-Graph. The Group Cor-
relation aspect enhances the model’s ability to capture
significant relationships among joints.

3) Rigorous experimentation on benchmark datasets, in-
cluding NTU-RGB+D 60 and Northwestern-UCLA,
validates the effectiveness of our framework. The em-
pirical results showcase the superior performance of
our Pair-wise Hyper Hierarchical GCN (PH-GCN) in
the domain of action recognition. Notably, our frame-
work achieves remarkable accuracy on these challeng-
ing datasets, as evidenced by the outcomes of extensive
experiments.

II. RELATED WORK

Graph Neural Networks (GNNs): Graph neural net-
works (GNNs) represent a specialized category of feed-
forward neural networks recognized for their proficiency
in graph-based learning [34], [35]. These networks effi-
ciently condense complex patterns of connectedness within
neighborhoods into low-dimensional embeddings, playing a
pivotal role in diverse downstream tasks. Notable variations
in this domain include Graph Convolutional Networks, which
leverage mean pooling, and GraphSAGE, incorporating en-
hanced aggregation techniques by combining node features
through mean, max, and LSTM pooled neighborhood infor-
mation [44]. Additionally, Graph Attention Networks stand
out by utilizing trainable attention weights to intelligently
aggregate neighborhood information [10]. This variety of
GNN architectures underscores the dynamic landscape of
techniques employed to harness and process graph-based
data for improved learning outcomes.

Skeleton-Based Action Recognition: Skeleton-based ac-
tion recognition detects specific human motion from skeletal
data [5], [9], [79]. Most techniques represent the human
skeleton as a graph with joints as nodes and bones as edges
[73]–[76], frequently employing [73]’s graph. Despite efforts
to introduce learnable graphs emphasizing distant joint rela-
tionships, handcrafted graphs like [73]’s remain dominant
due to their superior relationship highlighting. Attention
mechanisms [83] enhance GCN models by emphasizing
crucial information along specific dimensions. For instance,
Li et al. [85] utilized the non-local network [86] for an
attention-based graph. Chen et al. [88] used channel-wise



attention to create channel-wise topologies, enriching the
shared graph.

Hyper-Graph Representation: Hyper-graph representa-
tion groups multiple nodes/vertices with hyper-edges, as
shown in Fig. 2. While akin to graph learning, hyper-graphs
generalize graphs, allowing for structured data analysis in
node classification [58], link prediction [60], and community
detection [61]. In computer vision tasks like person re-
identification [62], video segmentation [68], image retrieval
[64], 3D object classification [69], hyperspectral image
analysis [60], landmark retrieval [71], and visual tracking
[72], hyper-graph structures model high-order relationships.
Zhou et al. [55] pioneered hyper-graph learning, while [56]
proposed a Chebyshev expansion-based hyper-graph neural
network. Sophisticated hyper-graph structures, incorporating
global, local visual features, and tag information, have been
developed for tasks like image retrieval [57] to determine
image relevance.

Fig. 2. An example of a hypergraph structure comprises 6 nodes (A, B,
C, D, E, F) and 2 hyperedges ({A, B, C, D} and {D, E, F}).

Acknowledging the importance of how data is represented
in Graph Convolutional Network (GCN) methods, we drew
inspiration from the idea of hypergraphs to create our skele-
ton graph. This approach was influenced by exploring hy-
pergraph concepts, aiming to make our graph representation
more nuanced and effective within the GCN framework.

III. PROPOSED METHODS

A. Revisiting action recognition in GCN

A graph is denoted as:

G = (V,E) ∈ a1, a2, ... (1)

where G denotes the graph, V represents the vertices (joints),
E denotes the edges, and ai, ( where i ∈ 1, 2, 3.. ) is one
of the labeled human actions. Given a new skeletal graph
Ĝ, our goal is to predict or classify which action is being
performed based on the structural information encoded in the
skeletal graph. Typically, most of the mainstream approaches
consider graph convolutional networks as a way to extract
features from the given graph, as stated in Eq. 2 :

Fout =
∑
S∈s

AsXWs (2)

where the adjacency matrix, which is a V × V matrix
that reflects the physical relationship between nodes in the
skeletal graph, is represented by A. If a physical connection
between any two nodes (i, j) is found, then Ai,j equals

1, otherwise, Ai,j is 0. Following [85], we normalized A
and initialized it as Λ−1/2AΛ−1/2, where Λ is the diagonal
matrix. X is the 3D time-series skeletal data, where X ∈
RC×T×V . Here, C is the number of channels, T is the
number of frames, and V is the number of joints.

Consider a scenario where we are meticulously recording
the movements of an individual engaged in a specific action,
let’s say walking. In this context, each joint of the human
body, ranging from the head to the knees, is meticulously
represented as a point in the expansive realm of three-
dimensional space. This motion data is not captured in
isolation but unfolds over a duration, resulting in a sequence
of frames. Each frame serves as a temporal snapshot, encap-
sulating the spatial arrangement of joints at precise moments
during the action. To comprehend and process this wealth of
information, we introduce the concepts of channels, frames,
and joints.

B. Disassembled hyper-graph

In the realm of skeleton-based action recognition, graphs
have proven effective in capturing intricate node-to-node
interactions. However, the limitations of conventional graphs,
primarily utilizing Physically Connected edges (PC) [49],
become apparent in their sparsity and inadequate repre-
sentation of distant relationships. Consider the action of
”clapping,” where precise coordination between two distant
joints, such as the hands, is crucial. Conventional graphs
struggle to accurately depict such collaboration due to the
substantial spatial gap between these joints. To overcome
these challenges, we draw inspiration from the realm of
graph theory, specifically the concept of hyper-edge groups.
Leveraging these ideas, we introduce our novel hyper-graph,
aiming to provide a more expressive representation that can
effectively capture and articulate distant relationships within
the skeletal structure.

In this paper, the primary objective is to enhance the
conventional graph structure, which relies on physically
connected (PC) edges, by introducing a new graph
architecture featuring more meaningful edges. The goal is to
facilitate the capture of richer and more distant relationships
between joints in a skeletal structure. To achieve this
objective, we develop a new graph structure referred to
as the DH-Graph unfolded in three key stages. Initially,
the focus was on the formulation of hyper-edges, termed
the Hyper-edges formulation, aimed to understand and
define the creation of hyper-edges, which are sets of edges
that go beyond the traditional physically connected links.
In the next stage, Hyper-edges organization is developed
to organize hyper-edges in a hierarchical manner. This
step is another crucial for establishing a structured and
layered representation of relationships between joints. By
arranging hyper-edges hierarchically, the aim is to capture
not only the direct connections between joints but also more
intricate relationships that extend across different levels of
granularity. Lastly, in the Edge construction phase, we built
connections between joints in neighboring hierarchy edge



Fig. 3. Illustration of graph structures. (a) represents the Yan’s graph structure [49], which only considers PC edges. (b) represents a disassembled graph
with hyper edges. (c) represents the hierarchical hyper edges structure. (d) represents our DH-Graph structure which contains distant edges.

sets. Here are the specifics:

Hyper-edges formulation: During this phase, we
undertook the segmentation of Yan’s graph [49], a widely
employed structure in prevalent models for skeleton-based
human action recognition, into multiple sub-graphs. This
segmentation involved categorizing joints into hyper-edges,
taking into account their functional associations and
relevance to the action recognition task, as depicted in Fig.
3-b. For instance, we distinguished between the upper and
lower limbs, as well as the head and neck from the spine.
The introduction of hyper-edges proves crucial in refining
feature depiction within human action recognition. Their
capacity to cluster joints based on function contributes to
creating richer and more pertinent feature representations for
the action recognition task. By separating the movements
of the upper limbs from those of the lower limbs, we can
more effectively identify distinctive motion patterns within
each group. This strategic use of hyper-edges becomes
instrumental in enhancing feature representation for human
action recognition. Notably, the grouping of joints based
on similar functionalities through hyper-edges yields more
insightful feature representations, as exemplified by the
improved capture of differences in motion patterns between
the upper and lower limbs.

Hierarchy formulation: In this phase, our objective is
to systematically categorize hyper-edge groups that share
a common semantic space into cohesive hierarchical sets.
For clarity, consider Fig. 3-c as a visual reference. The
first hierarchy set, denoted as H1, is crafted to include
joints that occupy a central semantic space, such as the
Center of Mass joint (CoM) and the hip joints. Building
on this organizational principle, the second hierarchy set

H2 consolidates the hyper-edge sets related to hips and
spine. This hierarchical structuring is consistently extended,
resulting in the formulation of N hierarchy sets, where
N = H − 1. Each hierarchy set encapsulates hyper-edge
groups with shared semantic characteristics, fostering a
more nuanced and organized representation of the skeletal
structure. This method ensures that each hierarchy set
aligns with the distinct semantic spaces delineated by
the hyper-edge groups, enhancing the interpretability and
effectiveness of our proposed hierarchical framework.

Edge construction: Ultimately, our approach involves
establishing pair-wise connections (edges) among all nodes
within neighboring hierarchical sets. This strategic connec-
tion scheme accentuates the relationships among distant joint
nodes, particularly those sharing the same semantic context,
resulting in a fully connected structure, as illustrated in Fig.
3-d. For clarity, we’ve specifically highlighted edges within
H3 for simplicity, although this concept extends across
all hierarchical sets. By deconstructing the conventional
graph with physically connected (PC) joints and introducing
our disassembled graph, we inherently divide the standard
adjacency matrix A into multiple sub-adjacency matrices.
Each of these matrices is constructed by establishing edges
within the hierarchical sets. Mathematically, the conventional
A ∈ RV×V is reformulated as A ∈ RN×V×V , with the
formulation expressed as:

A = {e(H1, H2)|| . . . ||e(HH , HH−1)}

The notation used is as follows: H1, H2, etc.,representst the
hierarchy sets, and e signifies the edges formed between
nodes in each pair of consecutive hierarchy sets. Finally, the
adjacency matrix A is formed by concatenating all subsets.

In Fig. 3-d, we depict the connections in a singular



direction. However, to align with established methodologies
[50] [51], we extend beyond forward connections between
any two joints. Instead, we incorporate identity connections
and backward connections. Each edge set encompasses a
concatenation of identity (id), centripetal (cp), and centrifu-
gal (cf ) edge subsets, as illustrated in Fig. 4 and represented
by the equation:

Ai = [Aid||Acf ||Acp], i = 1 to N

The resulting graph configuration, termed DH-Graph,
seamlessly integrates both physically connected (PC) and
substantial distant relationships. This synthesis enhances
the overall density of the graph and extends its receptive
range, contributing to a more comprehensive and effective
representation of skeletal interactions.

C. Graph convolution

As illustrated in Fig. 4, for each hierarchical set N , we
employ Graph Convolution on our DH-Graph for the three
components of A, as outlined in Eq. 4. Subsequently, we
concatenate the results according to the following equation:

F (N) =
∑
S∈s

A(N)
s XW (N)

s , s = 3 (3)

Specifically, the output feature map F is generated by
passing the input feature map X through a Graph Convo-
lution layer, utilizing the adjacency matrix A and weight
matrix W . The final output is derived by concatenating the
output feature maps obtained by utilizing the three edge
subsets (identity (id), centripetal (cp), and centrifugal (cf))
for each hierarchy set, along with EdgeConv [94]. EdgeConv
is adopted to capture key sample-wise relationships between
all nodes in the feature space, reflecting affinity relationships
not captured by our GCN layer. It is essential to note that
we apply a linear transformation to X before inputting it
into the Graph Convolution layer to enhance computational
efficiency.

D. HyperAttention Module

After applying Graph Convolution to each of the N
hierarchical sets, we introduce our HyperAttention Module,
specifically designed to highlight the most informative hi-
erarchical sets. Given that specific body parts collaborate to
execute distinct human actions, it becomes crucial to identify
the most critical set(s) for the given task. For instance, when
distinguishing running, the upper and lower limbs are the
most relevant subsets. Similarly, in actions like clapping,
emphasizing the coordination of both hands outweighs the
importance of the neck and head.

Our HyperAttention method comprises three key steps:
edge convolution, multi-scale representative spatial average
pooling (MS-RSAP), and temporal frame selection. In the
Temporal frame selection step, temporal pooling is employed
to identify the frame with the highest feature map score
F . This selected frame then serves as a reference frame

for the subsequent selection of representative nodes in each
hierarchy layer, as illustrated in Fig. 5.

fN = MaxPoolingt(F
N ) (4)

where N represents the N-th hierarchy set, and f is the
tensor obtained after temporal pooling. Subsequently, we
employ MS-RSAP to extract representative nodes from the
input tensor across various hierarchical levels. We ensure
consistency across all samples in the dataset by extracting
representative nodes from each hierarchy layer. This step
is essential for preventing scaling bias, a potential issue
when each node has a variable number of connecting edges.
Applying spatial average pooling directly to the feature map
F without this extraction phase could result in varying
edge counts per node, potentially compromising accuracy in
subsequent computations.

ζ(fN ) =
1

vk + vk+1

∑
v∈hN ,N+1

f(v) (5)

where vk is the number of nodes in each set. The attention
weights are computed by applying an edge convolution to the
sampled feature map, followed by an aggregation operation
and re-weighting the result. This generates a tensor with
dimensions N ×L×1×1. Finally, the output feature map is
obtained by element-wise multiplication of the input feature
map F with the sigmoid of the attention weights, followed
by a summation operation over the L dimension, resulting
in a tensor with dimensions N × C × 1× 1.

E. Network Architecture

Our final model comprises nine stacked GCN blocks,
each incorporating a DH-Graph Convolution layer, Hyper-
Attention, and temporal convolution. Blocks 1-3 generate 64
output channels, blocks 4-6 produce 128, and blocks 5-9
yield 256. A residual connection is applied, and the temporal
convolution from [22] is adopted in our model.

IV. EXPERIMENTS

In this section, we conduct a comprehensive evaluation
of our PH-GCN against state-of-the-art models for skeleton-
based human action recognition. Our assessments are per-
formed on two widely recognized datasets to showcase the
efficacy of our proposed model.

A. Experimental Settings

1) Datasets: To evaluate the performance of our PH-
GCN, we assess its capabilities on two prominent datasets:
NTU-RGB 60 [91] and Northwestern-UCLA [101].

NTU RGB+D: Comprising 56,880 skeletal action se-
quences, the NTU RGB+D dataset [91] is a widely utilized
benchmark for human action recognition. Video frames are
captured using three Microsoft Kinect-V2 depth sensors
placed at different horizontal viewpoints. The dataset offers
two primary benchmarks for evaluation: Cross-Subject (X-
Sub) and Cross-View (X-View). The X-View subset com-
prises 37,920 samples from camera views 2 and 3, with
the test set containing 18,960 sequences captured by camera



Fig. 4. Overview of our PH-GCN. The left side displays the human skeleton with hyper-edge groups, showcasing the operation of a single hyper-
hierarchical edge set (highlighted by the orange dotted rectangle). On the right side, the overall architecture of our PH-GCN is presented. It takes in the
skeleton sequence and processes it through our Spatial-temporal block, which comprises HD-GC, the HyperAttention module, and a temporal convolution
layer (B blocks in total). The class label is obtained through a Global Average Pooling (GAP) layer, fully connected (FC) layer, and Softmax layer.

Temporal Frame
Selection MS-RSAP Edge-Conv Re-weight (F)F Fout

Fig. 5. Illustration of our HyperAttention module. F is the input feature
map after the HD-Graph Convolution.

view 1. The Cross-Subject (X-Sub) training set involves 20
subjects, with the testing set captured from an additional 20
subjects.

Northwestern-UCLA: This dataset features 1,494 video
clips across ten different classes, with each action performed
by a distinct subject. Following the methodology established
in [59], we utilize training data from the first two cameras
and validation samples from the third.

2) Implementation details: The backbone of our model is
inspired by [7]. For optimization, we employed Stochastic
Gradient Descent (SGD) with a weight decay of 0.0004
and Nesterov momentum of 0.9. The model was trained
over 100 epochs, implementing a warm-up strategy for the
initial five epochs. Cosine annealing [89] was employed to
progressively reduce the maximum learning rate, set at 0.1.
The chosen loss function for our experiments is cross-entropy
loss, with a batch size of 64. Each sample was standardized
to 64 frames. Preprocessing has been conducted using [66].

B. Comparison with state-of-the-art approaches

To showcase the competitive performance of our proposed
model, we conducted a thorough comparison with state-
of-the-art models on the NTU RGB+D dataset and the
Northwestern-UCLA dataset. The results presented in Table
1 and Table 2 demonstrate that our model outperforms
existing models, achieving state-of-the-art results across all
datasets. This highlights the significance of graph modeling
in optimizing Graph Convolutional Networks (GCNs) [88]
[76]. Our Disassembled Hyper-Graph is specifically designed

TABLE I
PERFORMANCE EVALUATION OF SKELETON-BASED ACTION

RECOGNITION IN TOP-1 ACCURACY (%) ON NTU RGB+D DATASET.
THE BEST RESULTS ARE HIGHLIGHTED IN BOLD, WHILE THE SECOND

BEST IS IN BLUE.

Category Model NTU RGB+D NTU RGB+D
X-Sub(%) X-View(%)

RNN VA-LSTM [70] 79.4 87.6
AGC-LSTM [63] 89.2 95.0

H-RNN [67] 59.1 64.0
PA-LSTM [91] 62.9 70.3

CNN Ta-CNN+ [40] 90.7 95.1
VA-CNN [82] 88.7 94.3

Transformers ST-TR [15] 89.9 96.1
Hyperformer [17] 90.7 95.1

DSTA [59] 91.5 96.4
GCN Shift-GCN [87] 90.7 96.5

AM-GCN [48] 90.3 95.2
InfoGCN [78] 89.8 95.2
MS-G3D [81] 91.5 96.2

Dynamic GCN [80] 91.5 96.0
ST-GCN [49] 81.5 88.3
AS-GCN [93] 86.8 94.2
2s-AGCN [7] 88.5 95.1
RA-GCN [65] 87.3 93.6

Our PH-GCN (2-streams) 92.3 96.5
Our PH-GCN (4-streams) 92.9 97.2

Our PH-GCN (6-streams) 93.3 97.5

to capture both adjacent and distant relationships among hu-
man joints in the skeletal graph. The observed improvement
in accuracy and efficiency in our results emphasizes the
impact of well-designed graph models on GCN performance.
Following established state-of-the-art methodologies [88],
[87] [85] [81], we adopted a multi-stream fusion framework.
Specifically, we utilized three joints (CoM nodes: chest, hip,
belly) to create three distinct graph structures, in addition to
the joint and bone streams.



TABLE II
VALIDATION ACCURACY COMPARISON WITH STATE-OF-THE-ART

METHODS ON THE NORTHWESTERN-UCLA DATASET.

Model Northwestern-UCLA
Top-1 (%)

Lie Group [95] 72.2
Action Ensemble [97] 76.0
H-RNN [98] 78.5
Ensemble TS-LSTM [99] 89.2
AGC-LSTM [96] 93.3
CTR-GCN [100] 96.5
Our PH-GCN (2-streams) 96.8
Our PH-GCN (4-streams) 97.0
Our PH-GCN (6-streams) 97.3

C. Effect of different graph architectures

As previously mentioned, we constructed distinct graph
architectures by selecting the Center of Mass (CoM) to be
either the hip, chest, or belly. Subsequently, we evaluated the
two streams, specifically the joint and bone streams, using
these three architectures. The results presented in Table 3
indicate variations in accuracy among the three architectures,
emphasizing that the set of edges constructed between each
hyperedge set differs. Notably, the highest performance was
achieved when the hip was chosen as the Center of Mass.
This outcome underscores that the three graph architectures
exhibit different learning patterns, highlighting the significant
impact of the chosen graph architecture on model perfor-
mance.

TABLE III
VALIDATION ACCURACY COMPARISON ON NTU RGB+D DATASET WITH

DIFFERENT DH-GRAPH IMPLEMENTATIONS.

CoM X sub X view
Joint Bone
Hip 90.6 95.7
Chest 90.4 95.3
Belly 90.5 95.6

D. HyperAttention module

Table 4 presents the outcomes obtained through the ma-
nipulation or elimination of specific components within our
attention module, illustrating the efficacy of our HyperAtten-
tion module. The deliberate choice of employing Multi-scale
Representative Spatial Average Pooling (MS-RSAP) in our
attention module is highlighted. This decision was motivated
by the limitation of traditional spatial average pooling layers,
which solely calculate the mean along a single axis without
the ability to select representative nodes. This deficiency
often leads to a scaling bias problem that could potentially
compromise accuracy.

E. Performance on Ambiguous Action

The level of ambiguity varies among different action
classes. Upon scrutinizing misclassified actions, a pattern
emerged, predominantly occurring in cases of actions with
inherent ambiguity. For instance, actions like writing and

typing on a keyboard are susceptible to misclassification due
to their pronounced similarities. However, our well-designed
graph plays a pivotal role in emphasizing connections be-
tween the two hands in the case of typing on a keyboard,
which are comparatively weaker in the case of writing.
To provide a more granular understanding, we conducted a
detailed analysis of the class-wise accuracy difference (%)
between our PH-GCN and the baseline 2s-AGCN for the
x-sub setting on NTU-60. The results, depicted in Fig. 6,
highlight the superior performance of our PH-GCN across
most classes, particularly for those characterized by ambigu-
ous actions with distant correlations between joints. Notable
accuracy gains were observed for actions such as touching
the neck (+7.1%), taking off a shoe (+6%), and rubbing
two hands together (+5.2%). This performance improvement
can be attributed to the explicit modeling of long-range
dependencies achieved by our PH-GCN model.

V. CONCLUSIONS AND FUTURE WORK

This study introduces the Pair-wise Hyper Graph Con-
volutional Network (PH-GCN) built upon the innovative
Disassembled Hypergraph (DH-Graph), which enriches con-
ventional Graph Convolutional Networks (GCNs) by incor-
porating hyper-edge modeling. The addition of the Hyper-
Attention module further enhances the DH-Graph by intelli-
gently fusing correlations from hyper-edge groups. Rigorous
experiments conducted on challenging datasets showcase
the PH-GCN’s exceptional performance in human action
recognition. However, it’s important to note a key limitation,
namely the model’s reliance on the hyper-graph architecture.
Future research directions will focus on exploring learning-
based graph topology designs, refining model efficiency,
and investigating adaptive mechanisms for action-specific
hierarchies.
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