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Abstract— Stress has been recognized as one of the main

contributors to mental health problems, as well as cardiovas-

cular diseases. To reduce the risk of severe diseases, early

detection of stress is needed. One of the recent methods studied

to detect stress is through facial expression analysis from

videos. Although computer vision techniques combined with

deep learning have been shown to detect stressful faces, there is

a lack of work attempting to define how stressful faces look. One

of the main challenges is that the expression of stress is person-

dependent and one individual can show stress in various ways.

In this work, we present a semi-automatic method that allows

to distill from a large quantity of data facial activity patterns

that are recognized to show stress. We are the first to combine

quantitative and qualitative methods on data from 115 subjects

to identify and propose seven facial activity patterns during

stress. We support this proposal by analyzing the relationship

of the different stress facial expressions with the basic emotions

and show how individual components of anger, fear, surprise,

and sadness co-occur during our defined stress facial activity

patterns.

I. INTRODUCTION
Stress is a natural reaction to danger, causing a spike of

adrenaline in the bloodstream which sharpens our senses
and decreases reaction time. Nature’s purpose of stress
is to increase the probability of surviving life-threatening
situations. While stress used to save our lives in punctual
encounters with dangerous animals, stress has become for
a majority of society an ever-present companion due to
financial worries, never-ending to-do lists, and continuous
availability. Continuous exposure to stress is extremely harm-
ful to the human body and has been shown to contribute
to cardiovascular diseases which is the number one cause
of death in Western countries. Especially in the workplace,
stress can be prevented and treated, allowing workers who
receive treatment to be more productive [7].

But how can stress be measured in a non-invasive manner?
Clinical methods are mostly invasive and involve blood anal-
ysis and the use of electrocardiography (ECG) to compute
accurately the heart rate-variability (HRV). With the devel-
opment of smart wearables, sensors have been developed
to evaluate electrodermal activity (EDA) and HRV. Several
authors [17], [33], [34] studied the capabilities of using HRV
measurements of the Apple Watch to distinguish between
mental stress and relaxation, however, they come to different
conclusions. Another non-invasive method to detect stress
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Fig. 1: Examples from our seven different stress facial ac-
tivity patterns defined through semi-automatic methods. We
named the clusters as follows (from top left to bottom right):
“pressed lips”, “biting lip”, “stoic face”, “open mouth”,
“lifted eyebrows”, “frowning”, and “dimpler”. All samples
used to define the seven facial activity patterns of stress
were identified by user study participants as showing stressed
individuals.

is the analysis of facial expressions. Viegas et al. [35] has
shown for the first time that facial action units (AUs) defined
by Ekman et al. [11], can distinguish between stress and non-
stress activities. Other authors [15], [31], [29] have confirmed
the effectiveness of AUs for stress detection. Facial analysis
to detect stress is especially useful in working environments
where webcams are already in place or easily installed. In
stressful work settings, these applications could not only lead
to more timely and reduced-cost interventions [19] but also
to more productive environments where workers could better
manage their workload [1].

Although the interest in using AUs for stress detection
has grown in the last years, a database with prototypical
stressed faces similar to what exists for basic emotions, is
still missing. Facial expressions during stress seem not to
be universal, but rather person-specific [35], [23], [8], [5].
Studies using AUs for stress detection, such as [35], [15],
[16], [14], [5] lack a deeper analysis that includes a user
study recognizing stress from the facial expressions as well
as an analysis showing the relationship with emotion-related
AUs for the different facial activity patterns that occur during
stress.

Several challenges exist in defining facial activity patterns
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Fig. 2: Plot shows the activity of AU2 (outer brow raiser), AU4 (brow lowered), and AU20 (lip stretcher) of one subject
during the entire experiment. The start and end of each experiment phase are marked by vertical lines. In between the main
phases, the subjects were given short breaks, during which, we can observe an increased intensity of the outer brow raiser.
The plot shows an increased intensity of the lip stretcher only during stress.

of stress: 1) facial expressions of stress are person-specific,
2) one individual could show stress through different facial
expressions, 3) the human face allows for an immense
number of facial expressions, 4) we do not know which
characteristics of facial expression are relevant during stress,
nor 5) do we know how many facial activity patterns we are
looking for.

In this work, we present an analysis methodology that
figuratively speaking, allows us to find several needles in
a haystack. We analyzed a total of 575 minutes of video
recordings from 115 subjects, combining clustering with
human annotation to define facial activity patterns that show
stress. Our methodology does not require trained Facial
Action Coding System (FACS) specialists or psychologists
for data annotation. Instead, we employed automatic AU
detectors, computed clusters from a large amount of data
points, and used cluster centroids for human annotation. With
our proposed method, we identify seven facial activity pat-
terns during stress. As facial expressions of stress are often
related to disgust and anger [13], we show the relationship
between active AUs during stress and the basic emotions.
With this work, we aim to provide a novel resource to
recognize stress and simulate stress-related facial behavior
to make human-machine interactions more natural. For this
purpose, characteristic facial activity patterns during stress
are made publicly available1.

II. RELATED WORK

The study of stress began during a period in which
experimental psychology was still in the shadows of be-

1https://github.com/clviegas/SevenFacesOfStress

haviorism (1900-1980), which assumed that the mind was
just a black box between stimulus and response, not worthy
to be studied [22]. Richard Lazarus played a major role
in shifting the field of psychology and 1984 proposed the
“Transactional Model of Stress and Coping” which empha-
sizes the person–environment transaction and suggests that a
stress response is highly influenced by individual appraisal
processes [22], [21].

In parallel Ekman et al. [10] had already defined the
Facial Action Coding System (FACS) which is a taxonomy
for facial muscle movement and studied facial action units
(AUs) during stress-induced situations. Based on their theory
of basic emotions, they found the emotion of disgust to
co-occur during stress. Since then the relationship between
facial expressions and stress has been studied from different
angles. In [26], neurobiologists studied how gender influ-
ences the behavioral stress response, finding that men show
greater stress-induced corrugator reactivity (frowning in the
absence of any stimulus) than women. In [36] evolutionary
psychologists found that displacement behaviors which are
known to be associated with stress influence the likability of
a person, indicating a benefit and potential adaptive function
of displaying stress through facial expressions.

Detecting stress from facial expressions has also come into
the focus of computer vision. The initial studies focused on
detecting emotions such as disgust and anger to assume the
presence of stress [13]. Viegas et al. [35] were the first to
use FACS and train different machine learning algorithms to
detect stress solely from facial expressions. They showed
that subject-dependent models were able to detect stress
with an accuracy of up to 91% while subject-independent



Fig. 3: Visualization of the AU intensities of one subject
during the entire experiment, using t-SNE. Each feature point
corresponds to one frame. The different colors represent the
different experiment phases.

models reached an accuracy of 74% using Random Forest.
Since then, different researchers created their own datasets
to train machine learning models for recognizing stress from
AUs [15], [31], [29]. Unfortunately, the datasets are not
public.

Creating high-quality stress datasets requires a carefully
designed experimental protocol. [15] collected data from 24
participants who underwent different stress-inducing activ-
ities such as social exposure, emotional recall, and mental
workload. [29] and [5] collected data from 40 and 62
participants respectively during the Trier Social Stress Test
also collecting neuroendocrinological stress levels, such as
saliva cortisol. [31] on the other hand created a dataset of
34 subjects participating in online video meetings with self-
reported stress levels. To the best of the authors knowledge,
the video dataset used in this work is unique in the size of
over 110 participants and in the careful experimental design
including HRV and BP in addition to self-reported stress
levels.

The features used in previous work studying AUs ([31],
[29], [5], [35]) have been mainly obtained with the OpenFace
toolbox [3]. [15] on the other hand, trained their own AU
detector with deep learning methods. While [31] and [15]
focus in their work on obtaining high classification accura-
cies for stress, [29] studies the differences in the performance
of ML models depending on the type of stress labels used,
e.g. self-reported, live-observed, video-annotated, and neu-
roendocrinological. Besides obtaining an accuracy of 81.1%
with an SVM, [15] performed the nonparametric Wilcoxon
signed-rank test on the AUs, concluding that all AU intensi-
ties are higher during stress. [5] on the other hand, focused
solely on statistical tests showing the quartiles of each AU
during different experimental phases. Also, AU occurrence
was analyzed, concluding that AU 5 (upper lid raiser), 7 (lid
tightener), and 10 (upper lip raiser) occur more often during
stress. So far, our community lacks research in which facial
activity patterns are analyzed and defined, moving beyond
ML classification and statistical analysis.

III. DATA

In this work, we utilize the video recordings of the dataset
created by Lau [18] which is composed of data from 115
subjects (48 male and 67 female). The original goal of
the dataset was to determine if detecting stress through
keystroke dynamics is possible. Nevertheless, frontal video
recordings of the entire experiment, as well as, qualitative
and quantitative evidence of actual stress state during the
stressor task, make the dataset a unique resource to study
facial expressions during stress.

A. Recording Setup
The primary experiment detailed in [18] involved captur-

ing four distinct video streams. Three of these streams exclu-
sively captured the subjects’ keyboard typing activities from
different angles: left, right, and above. The fourth stream
featured a frontal view capturing the subject’s face during the
experiment, which is the specific video data analyzed in this
work. The recording equipment was a Microsoft Life Studio
Pro webcam with 1080p resolution, capturing at 30 frames
per second. The frontal camera was positioned beneath the
monitor utilized by participants throughout the experiment.
Each video has an approximate duration of one hour, with
slight variations depending on the typing speed of the subject.

B. Experimental Protocol
The facial video data formed a component of a broader

experiment with the primary objective of gathering typing
data from subjects under both neutral and stressed conditions.
The overarching aim was to determine the feasibility of
discerning between subjects’ typing in neutral and stressed
states. Alongside typing data, additional ancillary informa-
tion such as BP and ECG readings was collected to assess
participants’ stress levels induced by the stressor.

All participants in the experiment followed the same
protocol. Initially, each subject underwent a 30-minute rest
period to establish a neutral baseline. Next, the subject
provided a neutral typing sample (”Typing 1”), capturing
the initial neutral face video. Subsequently, the subject en-
gaged in a 15-minute stressor task, involving a multitasking
exercise accompanied by a negative social evaluation from
the experimenter. After completing the stressor task, the
subject provided a stress-induced typing sample (”Typing
2”), followed by a second 15-minute rest period to return
them to a neutral state. A second neutral typing sample was
then obtained (”Typing 3”). Between each of these phases,
subjects had a 2-minute break to fill out the State-Trait
Anxiety Inventory (STAI) and NASA Taskload Work Index
(NASA-TLX) questionnaires regarding their stress state.

The analysis of the ECG and BP data, as well as the
questionnaires, confirm that the subjects experienced stress
during the stressor task.

C. Data Selection
In this work, we focus on analyzing the data recorded

during the stressor task. Nevertheless, we also compute the



Fig. 4: Overview of our proposed analysis methodology. Our pipeline starts with five-minute videos of 115 subjects. A
random selection of 1000 frames per subject follows together with K-means clustering for each individual’s data. The
centroids (video frames) of each individual’s clusters are selected for our user study. Only the centroids with more than
60% “Yes” annotations were selected for manual clustering of the faces. In the end of our pipeline, we obtained seven facial
activity patterns of stress.

statistical differences of the AUs intensities during the stress,
Typing 1, and Typing 2 phases to confirm that the differences
of occurring facial expressions are statistically significant.

Although the stress section of the original experiment was
15 minutes long, for our analysis, we focused on the last five
minutes of the stressor task to ensure high stress levels. The
complete recording of the Typing 1 and 2 phases was used
which can vary between five to seven minutes depending on
the typing speed of the individuals.

D. Data Visualization

In our initial examination, we depicted the temporal behav-
ior of each AU per subject. Each plot illustrated distinct AU
behaviors, yet specific single AUs were noticeably correlated
with the stress phase for each subject. In Fig. 2, for instance,
AU 20, identified in [24] as an indicator of fear, exhibited a
high correlation with the stress phase in this subject. Another
example is AU 2, the outer brow raiser, which was activated
during breaks. Similar correlations with various phases were
observed in other subjects, confirming the subject-dependent
behavior during stress.

Fig. 3 illustrates the results of t-distributed Stochastic
Neighbor Embedding (t-SNE) [25] for one subject. The
features recorded during different phases, including various
typing phases, are color-coded. Notably, the typing phases
before and after the stressor are distinctly grouped, while
the final typing phase after resting overlaps with the other
two.

IV. METHODOLOGY

The goal of this work is to define different facial expres-
sions of stress that can be recognized as such by humans. For
this purpose, we propose a novel semi-automatic method-
ology that allows the unveiling of relevant facial activity
patterns of stress out of a large amount of data. Fig. 4
shows the overview of our proposed methodology. First,
we randomly extracted 1000 frames per subject recording
and employed K-means clustering to categorize the data for
each individual. The results of the cluster analysis provided
us with frequently occurring combinations of AUs during

stress for each individual. Next, we used the centroids
(video frames) from each individual’s clusters for our user
study. Only centroids that obtained more than 60% ”Yes”
annotations were chosen for manual clustering of the facial
expressions. Finally, we identified relevant AUs that co-
occur during the different facial stress patterns and the basic
emotions.

A. Feature Extraction

We extracted 18 distinct AUs using the OpenFace tool-
box [3] (see Table I). The intensity values of AUs range
from zero to five, with five being the maximum intensity.

To mitigate variations in facial expressiveness among
participants, we applied z-normalization to the AUs within
each individual. This step was crucial to address the potential
skewing effect of highly expressive individuals, who might
otherwise disproportionately influence the formation of fa-
cial expression clusters. Our objective was not to delineate
clusters solely based on different levels of expressiveness
(referring to the intensity and frequency of facial responses).
Instead, we aimed to extract distinct facial activity patterns
that remain consistent across a group of individuals, irre-
spective of whether the expressions were subtle or more
pronounced. The z-normalization within each participant
effectively eliminated individual differences in expressive-
ness, allowing us to focus on the extraction of consistent
facial activity patterns. Kunz et al. [20] also employed z-
normalization on AUs to cluster pain facial expressions.

For our frequency occurrence analysis, we used binary
features of the AUs (Eq. 1)

fb = (fb1 = AU01, fb2 = AU02, · · · , fb17 = AU45)

with

(
fbx = 1, if fcx � 1

fbx = 0, otherwise
(1)

and for the cluster analysis we used the z-normalized features
of continuous AUs (Eq. 2)

fc = (fc1 = AU01, fc2 = AU02, · · · , fc17 = AU45)

with f 2 [0, 5]
(2)



TABLE I: Frequency occurrence of facial action units (AUs) during stress, typing 1, and 2 phases. AU 9, AU 10, AU 12,
and AU 28 occur during less than 5% of the frames, which is why they are not used for further clustering analysis.

Action AU Stress Typing 1 Typing 2

Units Description f m both f m both f m both

AU01 Inner brow raiser 13.81 16.37 14.87 13.32 14.32 13.74 13.22 13.67 13.41
AU02 Outer brow raiser 18.1 21.15 19.37 14.28 15.45 14.77 14.93 15.82 15.3
AU04 Brow lowerer 21.19 20.87 21.06 34.45 22.75 29.57 31.07 27.75 29.68
AU05 Upper lid raiser 75.5 80.66 77.65 61.43 69.81 64.93 60.42 67.22 63.26
AU06 Cheek raiser 16.38 24.12 19.61 6.2 16.67 10.57 4.63 18.29 10.33
AU07 Lid tightener 41.06 41.37 41.19 35.13 35.86 35.43 32.3 31.95 32.16
AU09 Nose wrinkler 3.27 3.16 3.22 2.45 2.66 2.54 1.9 3.62 2.62

AU10 Upper lip raiser 3.97 4.62 4.24 5.14 0.97 3.4 5.29 1.69 3.79

AU12 Lip corner puller 4.17 2.44 3.45 4.68 2.27 3.67 5.41 1.85 3.92

AU14 Dimpler 6.08 5.35 5.78 8.76 13.48 10.73 9.04 12.46 10.47
AU15 Lip corner depressor 13.19 20.09 16.07 7.69 13.43 10.09 7.5 15.81 10.97
AU17 Chin raiser 27.3 27.38 27.34 17.72 16.87 17.37 16.51 18.84 17.48
AU20 Lip stretcher 12.0 19.05 14.94 7.56 8.85 8.1 7.21 11.16 8.86
AU23 Lip tightener 24.45 33.44 28.2 29.75 43.57 35.52 23.94 44.5 32.52
AU25 Lips part 16.34 14.04 15.38 9.77 9.0 9.45 10.09 9.05 9.65
AU26 Jaw drop 12.05 10.52 11.41 7.45 7.57 7.5 8.14 6.94 7.64
AU28 Lip suck 0.87 1.55 1.15 0.69 0.63 0.66 0.6 0.91 0.73

AU45 Blink 16.24 14.56 15.54 17.86 18.66 18.19 18.52 18.73 18.61

B. Frequency Occurrence of Facial Action Units
To determine the AUs for inclusion in our cluster analysis,

we assessed the frequency of each AU during stress. For
comparison, we also computed the frequency occurrences
(FOs) during the typing 1 and 2 phases. Only AUs that
manifested in at least 5% of the recorded stress segments
were chosen for additional analyses. Fourteen of the eighteen
AUs occurred more often than 5% and are detailed in
Table I. We also computed the statistical significance of
the differences between the frequency occurrences during
stress and the typing phases. Similar AUs showed a p-value
< 0.05 when computing the statistical significance of the
AUs FOs during stress and typing 1 and stress and typing
2. In both analyses, AU 2, 4, 5, 6, 14, 15, 17, 20, 25, 26
show significantly different occurrences during stress and the
typing phases. In the analysis with typing 1, AU 23 also
showed a p-value < 0.05, while in the analysis with typing
2, AU 7 and AU 45 were additionally statistically significant.

C. Initial Cluster Analysis
For our initial cluster analysis, we applied the z-

normalization on the AUs with FO above 5%. We randomly
chose 100 samples per subject from the stress video segment
and applied the K-means algorithm using different cluster
numbers (K=1 to 21) on a total of 1500 samples. The
clustering results were visually not different from each other,
which is why we proceeded with performing clustering
on data of each individual separately. We selected 1000
samples per subject randomly and also performed K-means
clustering with K varying between 1 and 10. We applied
the elbow method [32] to choose the ideal cluster number,
which for most subjects was three. We also computed the
silhouette score [30] for each clustering of the subjects’
samples. Fig. 5 shows the clustering results for nine of
the 115 subjects and how the silhouette score indicates
the visual difference between the clusters. Clusters with

low silhouette scores show minimal differences in facial
expressions. Clusters with high silhouette scores, on the other
hand, show well-distinguishable facial expressions. What is
also noticeable, is the variety of facial expressions recognized
by performing clustering for each individual. The clusters
show unexpressive faces, smiles, pressed lips, open mouths,
and asymmetric dimplers.

D. User Study

Given that our initial clusters were automatically created
from randomly extracted frames of the stress videos, it is not
guaranteed that the obtained clusters show facial expressions
that can be recognized as stress. To further refine the data to
obtain facial activity patterns that show stress, we performed
a user study. Instead of using all 1000 frames per individual,
we show the cluster centroids (frames in the center of the
clusters) of each subject. Given that the silhouette score of
the clusters indicates the visual difference between them, we
chose either one frame from one cluster, two clusters, or
each cluster to avoid including frames with similar facial
expressions. With this selection criteria, we obtained 208
cluster centroids to be shown in our user study.

A total of 17 people (eight female and nine male) took our
study online with ages between 25 and 44. In the introduction
of the study, we inform that pictures of different people
working on a computer will be shown during this study and
that they should indicate whether the person looks stressed or
not. During the study, individual frames are shown with the
question “Does the person look stressed?”. The participants
can answer with “Yes”, “Maybe”, or “No”. The study was
split into four batches to allow breaks in between, showing
the 208 frames in a randomized order. Answering each batch
took an average of 6 minutes.

In crowd-sourced annotation, the presence of noisy annota-
tions is common, especially when non-expert annotators are
involved, as spammers and malicious workers may contribute



Fig. 5: Examples of clusters obtained by performing clustering on the data of each individual separately. The figure shows
the impact of the silhouette score on the differences shown in the clusters. Clusters with low silhouette score (0 to 0.2)
show no visible differences between the AUs. Clusters with medium silhouette score (0.2 to 0.4) show two visually distinct
clusters and clusters with high silhouette score (> 0.4) show visual differences among all clusters.

[6]. To address this, we assessed the percentage agreement
of each annotator’s annotations by comparing them to a
preliminary majority vote. The analysis revealed that 12
annotators had an agreement lower than 60% with the
preliminary majority vote. To ensure the highest annotation
quality, we selected the remaining 5 annotators. To validate
the high inter-rater agreement, we computed Cohen’s kappa
[27] pairwise for the 5 annotators, obtaining an average
agreement score of 0.42, which is considered moderate.

E. Final Clustering
For final clustering, we selected the data samples from

the user study that had a “Yes” annotation for more than
60% of the answers. We applied again K-means clustering
on the final data selection, however, only two clusters showed
visually consistent similarities over the samples. For this
reason, we decided to manually group the samples following
common similarities. Two authors of this work performed the
manual clustering separately and reached the same clusters.
For each cluster, we computed the mean of the z-normalized
AU intensities. Following the definitions of which AUs are
present during the basic emotions [12], [9], [28] we identified

the AUs that co-occur during our defined facial activity
patterns of stress and the basic emotions.

V. RESULTS: THE SEVEN FACES OF STRESS

In the following, we will describe the results obtained
through manual clustering of the samples that were iden-
tified to show stressed individuals during the user study.
Fig. 6 provides an overview of samples belonging to the
individual clusters, as well as boxplots of the z-normalized
AUs occurring in each cluster. Each cluster shows one very
characteristic expression which we used to describe the
clusters for easier comprehension.

A. Pressed lips - Cluster 1
This cluster had the most samples in our analysis (24.2

%). The characteristic pressed lips show high intensities for
AU 23 (lip tightener), followed by AU 14 (dimpler) and AU
20 (lip stretcher). AU 20 is also a characteristic AU during
fear and AU 23 during anger. The focused eyes as well as the
pressed lips transmit a tensioned person. This facial activity
pattern also can be seen frequently in Fig. 5 in the row with
the highest silhouette score.



Fig. 6: Results of manual clustering of samples identified as showing a stressed person. On the right of each sample, the
mean of the z-normalized AUs intensities is shown with boxplots. The AUs with the highest means are indicated on the
samples of the clusters, together with the basic emotions that show the activity of the same AU.



B. Biting lip - Cluster 2
In cluster two, individuals are biting their lower lip. In

FACS however, there is a dedicated AU for biting the lip (AU
32), the tool we used cannot detect that AU. The AU with the
highest intensity is instead AU 23 (lip tightener) followed by
AU 17 (chin raiser) and AU 15 (lip corner depressor). The
mentioned AUs are also active during anger, disgust, and
sadness respectively.

C. Stoic face - Cluster 3
Cluster three shows a stoic face with mostly low AU

intensities. Nevertheless, a slight activity of AU 1 (inner brow
raiser) is visible. This facial activity pattern was present in
15% of our final clustering samples. It is also frequent in the
individual clustering results in Fig. 5. The inner brow raiser
is also characteristic during fear and surprise.

D. Open mouth - Cluster 4
In cluster four individuals have all their mouths open.

Although similar to cluster three all AU intensities are low,
AU 25 (lips part) shows the highest mean. This cluster was
the second most frequent among the samples containing 18%
of the samples. Parted lips are also characteristic of the basic
emotion of surprise.

E. Lifted Eyebrows - Cluster 5
In cluster five samples show strongly lifted eyebrows. The

highest mean values are shown in AU 2 (outer brow raiser)
and AU 1 (inner brow raiser). Both AUs are characteristic
of the basic emotions of fear and surprise.

F. Frowning - Cluster 6
Cluster six contains samples with predominantly frowned

eyebrows. AU 4 (brow lowered) has the highest mean
compared to the remaining AUs. Eyebrow frowning is also
characteristic during sadness, fear, and anger. In this cluster
slight variations of the lower face are visible, showing parted
or pressed lips.

G. Dimpler - Cluster 7
The final identified cluster shows a predominantly uni-

lateral dimpler expression which has been associated with
the basic emotion of contempt. AU 23 (lip tightener) has a
similarly high mean value and is also present in anger.

VI. DISCUSSION

Through our proposed semi-automatic methods we dis-
tilled seven facial activity patterns of stress from initially
almost 600 minutes of video recording from 115 subjects.
Our user study ensured that our proposed facial patterns
are recognized as stressed individuals. We also were able
to show that the characteristic AUs for each pattern also
co-occur during the basic emotions of fear, anger, surprise,
sadness, and contempt which indicates that human annotators
associate stress with negative emotions.

Although previous work trained successful stress classi-
fiers using solely AUs, it remained unclear how stress is

expressed through facial expressions. A major challenge is
to find relevant frames that show facial expressions of stress,
especially as stress-related facial patterns are not universal.
Similar to previous work, we can confirm that components of
negative emotions co-occur during our seven facial activity
patterns of stress [13], [5]. Compared with previous work
that focused on statistical analysis of the occurrence of AUs
during stress, we can confirm the result from Blasberg et
al. [5] that AU 5 (upper lid raiser) occurred more often
during stress than the typing phases, however, it is not one of
the main characteristics of any of our proposed seven facial
activity patterns of stress.

Although we assumed that stress is shown through dif-
ferent facial activity patterns, we were surprised to clearly
distinguish seven facial activity patterns during stress. Our
initial clustering of facial expressions of individuals during
stress had already shown that some of the subjects in the
videos show three very distinct facial patterns during stress.
Given that per subject, we chose a maximum of three
different facial expressions to be shown to human annotators,
it was unexpected to find seven instead of three - more
than twice as many - clearly distinguishable facial patterns
showing stress. Although our initial clustering results showed
that several individuals smiled during the stress activity,
human annotators did not relate the smiles with stress. We
believe that the occurring smiles are a result of nervousness
which has been shown in previous research papers [2], [4].
However, given that the user study was designed using
single frames instead of video segments, we hypothesize
that the lack of temporal context impeded annotators from
recognizing nervousness in the smiles.

VII. CONCLUSIONS AND FUTURE WORK

In this work, we propose a novel semi-automatic method
that allows to obtain relevant facial patterns of stress from
a large data pool with high variability between individuals.
We combined clustering, statistical analysis, and human
annotation to obtain seven facial activity patterns of stress by
analyzing almost 600 min of video material of 115 different
individuals during a stressful task. The resulting seven facial
expressions of stress show different characteristic facial ex-
pressions and emphasize the variety of facial activity patterns
during stressful situations. Although we cannot state that
these are the only facial activity patterns showing stress, this
work provides the first proposal of stress facial patterns in
literature that is not solely based on statistical analysis, but
that contains human annotation confirming the recognition
of stress. We believe that our work will serve researchers
from computer science, human-machine interaction, as well
as psychology in advancing systems that allow to improve
not only stress detection but also the interaction with stressed
individuals. In this work, we did not take into account
the temporal sequence of AUs within each activity pattern.
Addressing the temporal sequence should be considered the
next step to comprehensively capture the facial language of
stress.
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