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Abstract— Sign language is a complex visual language, and
automatic interpretations of sign language can facilitate com-
munication involving deaf individuals. As one of the essential
components of sign language, fingerspelling connects the nat-
ural spoken languages to the sign language and expands the
scale of sign language vocabulary. In practice, it is challenging
to analyze fingerspelling alphabets due to their signing speed
and small motion range. The usage of synthetic data has the
potential of further improving fingerspelling alphabets analysis
at scale. In this paper, we evaluate how different video-based
human representations perform in a framework for Alphabet
Generation for American Sign Language (ASL). We tested
three mainstream video-based human representations: two-
stream inflated 3D ConvNet, 3D landmarks of body joints,
and rotation matrices of body joints. We also evaluated the
effect of different skeleton graphs and selected body joints. The
generation process of ASL fingerspelling used a transformer-
based Conditional Variational Autoencoder. To train the model,
we collected ASL alphabet signing videos from 17 signers with
dynamic alphabet signing. The generated alphabets were eval-
uated using automatic metrics of quality such as FID, and we
also considered supervised metrics by recognizing the generated
entries using Spatio-Temporal Graph Convolutional Networks.
Our experiments show that using the rotation matrices of the
upper body joints and the signing hand give the best results
for the generation of ASL alphabet signing. Going forward, our
goal is to produce articulated fingerspelling words by combining
individual alphabets learned in this work.

I. INTRODUCTION

Sign language is an advanced visual language that employs
hand gestures, arm movements, facial expressions, and other
body motions to convey information in conversations involv-
ing Deaf and Hard-of-hearing (D/HH) individuals. A recent
report [7] showed that by 2050 nearly 2.5 billion people in
the world will live with some level of hearing loss and a
large fraction currently communicate via sign language. In
the United States, American Sign Language (ASL) is the
third most used language [18].

An automated system that can process and interpret sign
languages would facilitate communication between signing-
only D/HH and hearing-only individuals. Such visual-lingual
systems require a gesture recognition model to process signs,
identify language components such as letters and words,
and generate the corresponding text content or dynamic
signing in video format for communication. Although many
D/HH individuals read and can communicate in writing[12],
generated signing videos allow such individuals to receive
information in their native language and modality, a less

Fig. 1. The top row shows frames signing the alphabet ‘P’. The middle
row shows the joints data as extracted with Mediapipe [4]; the bottom row
shows the mesh-based SMPL-X features [22] extracted with Hand4Whole
[19].

cognitively burdensome task1.
Some intrusive sign recognition systems [8], [21] request

signers to wear gloves or clothes with sensors for recognition,
but these have not been as well received by Deaf commu-
nities especially as sign languages comprise of both manual
(involving hands) and nonmanual (involving face and head
movements, lip movements, and body orientations). Vision-
based systems on the other hand are much less intrusive
and can more readily capture and generate all aspects and
nuances of sign language.

Fingerspelling is inherently connected to its spoken lan-
guage counterpart, as it was originally developed to incor-
porate spoken language into sign language. As a result,

1A spoken language and its sign counterpart do have a direct one-on-one
relation. Hence, mapping them both can be a challenge with the translation
requiring more cognitive processing[11].
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fingerspelling plays a crucial role in improving literacy skills,
particularly for D/HH children [24]. Additionally, it serves as
a primary method for signing words that lack of conventional
signs. Alphabet signs, as the fundamental components of
fingerspelling, involve rapid and smooth transitions between
letters. Automating the translation and generation of alphabet
signs can also benefit communication and education within
the Deaf community.

There are three visual representations that are widely used
in general video-based action recognition tasks: two-stream
inflated 3D ConvNet (I3D), 3D landmarks of body joints, and
rotation matrices of body joints. In this paper, we present a
comparative study of these video-based human representa-
tions for dynamic ASL alphabet generation. We also tested
the effects of using selected body joints and different skeleton
graphs and present our findings. To accomplish this, we
collected signing videos from 17 native ASL signers to create
a dataset with dynamic alphabet signings. Following the
work from Petrovich et al. [23], we trained a transformer-
based Conditional Variational Auto-Encoder (CVAE) to gen-
erate the appropriate ASL fingerspellings when conditioned
on fixed input embeddings representing the alphabets. The
generated alphabets were evaluated using automatic metrics
of quality such as FID, and we also considered supervised
metrics by recognizing the generated entries using Spatio-
Temporal Graph Convolutional Networks. Our experiments
show that using the rotation matrices of the upper body joints
and the signing hand give the best results for the generation
of ASL alphabet signing.

II. RELATED WORK

In this work, we are concerned with how different video-
based human representations work for ASL alphabet gen-
eration. Some of these representations rely on methods for
Human Pose Estimation (HPE) which we briefly describe in
Section II-A. We then provide a brief description for each
of the three widely used video-based human representations
in Section II-B. Then, we finally provide a brief summary
of recent methods for synthetic data generation for action
recognition II-C.

A. Human Pose Estimation

Most HPE methods have two stages: human detection and
keypoints estimation. Depending on which stage performs
first, HPE methods can be categorized top-down or bottom-
up approaches. Previous empirical studies [26] suggest that
top-down HPE can be more accurate in detecting human
poses. This is likely due to their ability estimate the humans
as complete objects first. This effectively reduces the ambi-
guity of merging independent joints into full skeletons, and
it also helps the joint feature extraction concentrate on more
precise regions.

It is challenging to analyze fingerspellings due to their
attributes. Specifically, some fingerspelling characters share
some level of similarity from the same view, and depth
features can provide important information to differentiate
such characters. However, 3D human pose estimation (HPE)

from 2D images presents additional challenges due to the
unknown complexity of the depth dimension. In this work we
considered two top-down HPE frameworks to extract data per
video frame: we use Mediapipe [4] to extract body joints’ 3D
landmarks, and Hand4Whole [19] is used to extract rotation
matrices of body joints.

B. Human Representations for Action Recognition

Human action in videos can be represented by a sequence
of human pose changes. This recognition task become essen-
tial due to its derivability to several downstream applications
such as video retrieval, surveillance systems, and human
behavior analysis. It is also a challenging task in computer
vision because of its environmental and temporal dynamics.
There are three visual representations that are widely used
in general video-based action recognition tasks: two-stream
inflated 3D ConvNet (I3D), 3D landmarks of body joints,
and rotation matrices of body joints. In this section, we will
briefly describe these three representations.

3D convolutional models can directly work on a sequence
of raw images. Previous works [13], [3] used 3D CNN mod-
els to extract dynamics from RGB, gradient and optical flow
channels for action recognition. Inflating from pretrained 2D
convolutional networks, I3D convolution modules [6] are
employed to extract 3D convolutional representations that
encompass both spatial and temporal information for video
analysis. The procedure to recover the 3D convolutional
representations back to a sequence of 2D images is non-
trivial, however, due to its wide usage in various video-based
analysis, we test it as one representation of interest.

Skeleton-based body joints, specially 3D Landmarks, are
widely used in action recognition due to the view-invariant
and the interpretation of human body motion to be a
continuous evolution of rigid segments from an articulated
system. To include temporal information for skeleton change,
previous works [5], [14], [20] projected body joints dynamics
into 2D motion images for action recognition. Yan et al.
[27] and Shi et al. [25] construct representations that con-
tain joint dynamics on spatial and temporal skeleton-based
graphs. Recent works [22], [19] take advantage of geometric-
constrained human models to increase the accuracy of the
extracted joint data.

Rotation Matrices, on the other hand, are a different
way to represent 3D human poses. Unlike the landmark
based representations, the rotation matrices focus the relative
orientations between connected landmarks.

C. Synthetic Data Generation for Action Recognition

While several deep-learning based approaches have been
presented in the literature for generating novel static images
of humans, there have been significantly fewer works in
dynamic human motion generation2. Li et al [16] used
generative adversarial networks (GAN) to synthesize human

2Generation here refers to synthesizing human motion purely from a
random sample, unlike many works that predict the next step given a
previous one.



movements when prompted by short text phrases represent-
ing actions. Ahn et al [1] and Ahuja and Morency [2]
also present conditioning generative models for synthesizing
human motion when presented with textual descriptions.
Similarly, Petrovich et al. [23], presented a generative model
to produce human motions when conditioned on one of 40
action words.

The above human motion synthesis methods focus on
gross body movements whereas, our ASL alphabet motion
generation focuses on very fine motor movements that can be
easily missed or confused with one another. To address this,
we trained a human motion generative model for focused fine
motor activities and we tested it out on various video-based
human representations. Though there are various generative
models for video generation, the analysis of such models is
out of the scope of this work.

III. THE GENERATION PIPELINE

We followed the CVAE [23] as the main generation
pipeline because it learns the sequence-level conditional
embedding for action generation, and it can generate se-
quences with control of sequence length. Here we give a
brief description of the CVAE model [23] that we used for
generating ASL alphabet signings.

A. The CVAE Model

This CVAE model uses 26 one-hot embeddings that repre-
sent the 26 English alphabets as the condition c in both the
encoder and the decoder to generate human motions. The
variational lower bound of this CVAE model is:

L̃CV AE = log q(X|c)−DKL[q(z|X, c)||p(z|X, c)]

= E(log q(X|(Σ, µ)))−DKL[q(z|X, (Σ, µ))||p(z|b)] (1)

where X is a sequence of motion representations, and q(·)
and p(·) represent the encoder and decoder separately. Given
the input X , the alphabet-related tokens will be prepended
to X before passing it through a positional embedding layer.
The transformer-based encoder will then generate conditional
distribution parameters µ and Σ to sample sequence-level
motion latent embedding z. The decoder uses an extra
learnable bias b to shift the embedding z based on the motion
information, and the duration r is given to the positional
embedding layer to control the length of the input to the
decoder. Fig. 2 illustrates the architectural flow of the model.

We consider the reconstruction loss of motion representa-
tions and KL divergence loss of distributions between gener-
ated and real data. To evaluate the generation quality, we use
an STGCN [27] classifier that uses spatial-temporal skeleton
graphs for action recognition task. The spatial connections
between joints are defined naturally based on the body joints,
and the same joints from consecutive frames are connected
along the temporal dimension. We use both generated sign
accuracy and the Fréchet inception distance (FID) metric to
compare the distributions between generated data and real
data to evaluate the generated ASL alphabet signings.

B. Comparisons of video-based human representations

We compared three video-based human representations
for ASL alphabet generation: I3D features (III-B.1), 3D
landmarks of body joints(III-B.2), and rotation matrices of
body joints (III-B.3).

In Sec.III-C, we discuss the modifications we made to the
skeleton graphs used as inputs to train the STGCN classifiers
for different representations.

1) I3D Features: To understand the effects of using basic
raw RGB video frames, we adapt the concept of using 3D
convolutional features. We make use of I3D (Inflated 3D
Networks) [6] and consider a sliding window technique to
obtain overlapping segments. For this work, based on the
observation of the rapid transitions of alphabet signings, we
have chosen a sliding window size of 8 and a stride size of
2. The overlapping of the frames guarantees a broader view
of the information in an iterative fashion ensuring near about
maximum details to be encoded in the resultant segments.

We make use of a pre-trained I3D model[15] as a fea-
ture extractor to obtain a 1024 embedding for each video
segment. To enable the direct usage of this representation
with STGCN for evaluation later, we took inspiration from
ViT [10] and divided each frame into 4 × 4 patches before
feature extraction. The corresponding graph structure will be
introduced in Sec. III-C.

2) Body Joint 3D landmarks: In our analysis of generat-
ing alphabet data, we used Mediapipe to obtain both body
and hands 3D landmarks. Blazepose [4] was integrated to
provide 33 3D body joints. For hand joints, a single-shot
detector [17] was utilized to identify the palm region first,
followed by applying a hand model to localize 21 joints
per hand, including one wrist point and four keypoints per
finger. All joints data is normalized by the average of the
two distances between each side of shoulder to hip (Fig. 3
(a)). Note that for ASL alphabet generation, we only include
joints of the signing hand. We then merged the body and
hand joints using the wrist joint coordinates.

3) Body Joint Rotation Matrices: Considering the subtle
and rapid finger motions for ASL alphabet signing, we used
Hand4Whole [19] to get the body joints’ rotation matrices,
as the framework specifically considers metacarpophalangeal
(MCP) joints to improve wrist point estimation for the
hand data. The extracted data of body and hand joints are
compatible with the SMPL-X [22] human model, which has
22 joints for the body (Fig. 3 (b)) and 15 joints on each
hand.

C. Skeleton Graph for training STGCN

As described in Sec.III-A, the STGCN model uses a
spatial-temporal skeleton graph during training. Since ASL
alphabets are gestured using a single hand, we focus on the
signing hand and upper body motion. We tested two types
of selected body joints (Sec. V-B) using pose data. Each
one uses a different skeleton graph that is modified from the
original one accordingly.

As shown in Fig. 3, Blazepose [4] and SMPL-X [22] use
different skeleton graphs. To test the effect of using different
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Fig. 2. The CVAE pipleline [23] used for FS signing generation. Input to the encoder includes two sign-related tokens, which are used to produce
alphabet-conditional distribution parameters µ and Σ to get latent representation z to generate sequence of motions with decoder.

skeleton graphs on generating ASL alphabet signing, we
transformed the body joint’s 3D landmarks from one skeleton
graph to another. Specifically, the shoulder and hip joints
at Blazepose skeleton (Fig. 3 (a)) are used to create the
joints along the spine in SMPL-X skeleton (Fig. 3 (b)) with
estimated geometric proportions.

To utilize STGCN as the recognition classifier and run
comparisons among all three representations with uniform
conditions, we created a grid-like 4 × 4 graph for I3D
features, where each positional patch of the video segment
is treated as one node on the spatial-temporal graph. Every
two patch-level video segments that represent as positional
neighbors are connected on the spatial skeleton graph. We
also tried other sizes for splitting patches, but they did not
make a significant difference with respect to recognition
accuracy. Therefore, we do not include such results in Sec.V.

IV. DATASET

For this work, we collected video recordings of continuous
ASL alphabet signing from 17 native or fluent signers. 10
of these signers are collected from YouTube public channels
that give instructional ASL videos to teach alphabet signing.
We selected videos that do not have interruptions (e.g.
camera shakes, video edition effect, etc.) during signing
to avoid unexpected visual challenges in video processing.
Such challenges will make it much harder to learn the
conditional embedding of alphabet signings, especially when
the alphabet signs themselves typically involve rapid and
subtle motions. Similarly, the other 7 signers from local
communities recorded themselves with a fixed camera and
provided signing videos with sufficient environmental bright-
ness and high contrast between foreground and background.
The average frame numbers for training and testing clips are
43.3 and 89.2 before further preprocessing.

All videos are first converted to the same frame rate (30
FPS), and segmented and annotated using the video annota-
tion tool [9]. Each video clip includes both the transition and
the clear gesture of a single alphabet signing, and a human
bounding box is annotated per segment to cover the upper

(a) Mediapipe body topology (b) Body topology of SMPL-X

Fig. 3. Body joints topology for different visual features. Note that the
grey-out joints are not considered in this work

body with both hands and the face of the signer in each
frame. Various representations are then extracted from the
annotated region for analysis. Since the signer’s handiness
won’t affect the signing appearance, for a left-handed signer,
the video frame will be horizontally flipped and treated as
right-handed before processing. Both the raw videos and their
extracted features will be publicly available.

V. EXPERIMENT

We tested several components in the generation of video-
level ASL alphabet data. For each experimental configura-
tion, we utilized the transformer-based CVAE [23] (Sec. III-
A). A STGCN [27] classifier was trained for each configura-
tion to assess recognition accuracy on the generated testing
set. We also include FID metrics for evaluating generated
FS signing. In the first three experiments, all CVAE and
STGCN models are trained only with real training data.
The STGCN classifier trained for the fourth experiment uses
the generated training data from the CVAE with the best
performance among previous experimental conditions. In the
Tab. I, FIDtrain and FIDtest refer to the FID metrics of
the generated training and testing data separately. Acc of the
first three experiments refers to the recognition performance
of the classifier that trained using real training data and tested
on generated testing data, while in the fourth experiment
(RotGEN in I) the Acc is a classifier that trained using gener-



Fig. 4. Generated avatar sequence of ”J” using both SMPL-X model [22] and body joint rotation matrices data. The top row shows the front view and
the bottom two rows show the right-side view to indicate more details on the signing hand fingers.

TABLE I
RECOGNITION ACCURACIES OF DIFFERENT HUMAN REPRESENTATIONS.

Features FIDtrain FIDtest Acc
I3D 225.4 325.6 0.064

3Dlandmarks 125.6 118.4 0.159
Rotation matrix 19.2 95.0 0.979

Rotation matrixUP 12.1 112.4 0.949
3D landmarksC 120.8 199.6 0.226

Rotation matrixGEN - - 0.959*

ated training data and tested on real testing data. The RotUP

(Sec. V-B) refers to the case that uses rotation matrices of
partial upper body joints. 3DlandmarkC (Sec. V-C) is the
configuration that converted the joints’ 3D landmarks to a
new version that matches a different skeleton graph. RotGEN

(Sec. V-D) is one that trained the STGCN classifier using
generated rotation matrices data, and tested on real testing
data.

A. Comparison of Video-based Human Representations

We test the effectiveness of different human represen-
tations in generating alphabet signing data including I3D
feature, 3D landmarks joint data (3Dlandmarks), and ro-
tation matrices joint data (Rot). The first three rows (I3D,
3Dlandmarks, and Rot) of Table I display FS recognition
performance of generated testing data using different rep-
resentations. Compared with the other two representations,
joint rotation matrix performs better to represent the rapid
and subtle dynamics in ASL alphabet signings for video-
based recognition task. According to the FIDtest metrics,
this might be related to the fact that using body joint rotation
matrix helps to produce FS signings while keeping the better

quality of generated data.

B. Comparison of different selected body joints

To test if learning from essential body joints alone would
help the generation of ASL alphabet, we tested two types
of selected joints using their rotation matrices. The first
type (Rot in Table I) includes joints of upper body and the
signing hand. The second one (RotUP ) uses all joints of
the signing hand but only includes partial body joints from
the pelvis joint to the signing arm wrist joint. Results show
that concentrating on signing-related joints alone helps ASL
FS generation during training, but removing non-signing arm
information hurts the performance of generating testing sets.

C. Comparison of Different Skeleton Graphs

Here we first convert the landmark data from Blazepose
(Fig. 3 (a)) to SMPL-X skeleton graph (Fig. 3 (b)) and get
a new version of 3D landmark data (3DlandmarksC in
Table I) that includes new joints from the pelvis to the collar
joint. Results show that though using a different skeleton
graph that has more body joints shows some improvement in
recognition task on generated data (accuracy increases from
15.9% to 22.6%), but it downgrades the quality of generated
FS for testing set based on the FIDtest.

D. Generated Data Quality

From all representation configurations of these three ex-
periments, we choose the best configuration (Rot), which
uses rotation matrices of the entire upper body joints and
signing hand. To verify the quality of the generated ASL
alphabet signing data, we ran a reverse experiment. We took
the CVAE model that was trained with the best configuration
to create generated training data. This generated training set



is then used to train an STGCN classifier. We perform this
classifier on real testing data to show the quality of data
generation. The results of row RotGEN show the classifier
that trained with generated training joint pose data gives a
similar level of recognition performance on real testing data.

This indicates the generated data is diverse, covering the
original distribution of the FS dataset.

VI. CONCLUSION

In this paper, we test several configurations of video-based
human representations. We identified the best of all config-
urations to learn conditional embedding for generating ASL
alphabet data. Based on the results obtained we concluded,
that the use of rotation matrices data from the signer’s entire
upper body and signing hand works better compared to the
other considered conditions and representations. Our goal
is to generate natural and smooth articulated fingerspelled
words by combining individual alphabets learned in this
work. Since such rotation matrices data can also be utilized to
control signing videos with human-like avatars (see Fig. 4),
we aim to generate FS videos that are more acceptable among
hard-of-hearing community using avatar models. This work
can be furthermore extended to create more smooth and fluid
co-articulated signs - figerspell and otherwise - by following
signing rules used by fluent signers while fingerspelling.
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